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ABSTRACT

Parameterization lies at the center of anisotropic full-waveform
inversion (FWI) with multiparameter updates. This is because FWI
aims to update the long and short wavelengths of the perturbations.
Thus, it is important that the parameterization accommodates this.
Recently, there has been an intensive effort to determine the opti-
mal parameterization, centering the fundamental discussion
mainly on the analysis of radiation patterns for each one of these
parameterizations, and aiming to determinewhich is best suited for
multiparameter inversion. We have developed a new parameteriza-
tion in the scope of FWI, based on the concept of kinematically
equivalent media, as originally proposed in other areas of seismic
data analysis. Our analysis is also based on radiation patterns, as
well as the relation between the perturbation of this set of param-
eters and perturbation in traveltime. The radiation pattern reveals

that this parameterization combines some of the characteristics of
parameterizations with one velocity and two Thomsen’s parame-
ters and parameterizations using two velocities and one Thomsen’s
parameter. The study of perturbation of traveltime with perturba-
tion of model parameters shows that the new parameterization is
less ambiguous when relating these quantities in comparison with
other more commonly used parameterizations. We have concluded
that our new parameterization is well-suited for inverting diving
waves, which are of paramount importance to carry out practical
FWI successfully. We have demonstrated that the new parameter-
ization produces good inversion results with synthetic and real data
examples. In the latter case of the real data example from the Cen-
tral North Sea, the inverted models show good agreement with the
geologic structures, leading to an improvement of the seismic im-
age and flatness of the common image gathers.

INTRODUCTION

Interest in full-waveform inversion (FWI) as a method for esti-
mating parameters related to wave propagation in the subsurface has
increased considerably within the hydrocarbon exploration industry
in the past few years (Krebs et al., 2009; Sirgue et al., 2009; Plessix
et al., 2012, Warner et al., 2013). The aim is that FWI will make it
possible to estimate these parameters in a semiautomatic fashion,
decreasing intensive interaction with the data dramatically. We de-
scribe this as a semiautomatic process because, even though the
FWI process itself is automatic, it still requires finding a suitable
starting model and some, even if minimal, data preprocessing.
The concept of determining a velocity model by fitting the entire

recording time was introduced more than three decades ago (Lailly,

1983; Tarantola, 1984). Nonetheless, several factors hindered prac-
tical applications of FWI. Examples of such factors are the available
computational power, the quality of the data, and the need for a
good starting model. The latter is related to the nonlinear relation-
ship between data and model parameters, and it was studied during
the early development of FWI with the use of multiscale approaches
(Bunks et al., 1995; Sirgue and Pratt, 2004). More recently, other
techniques have been introduced to mitigate this problem, and in
particular the use of dynamic warping (Ma and Hale, 2013), regis-
tration (Baek et al., 2014), tomographically enhanced FWI (Tang
et al., 2013), wavefield reconstruction inversion (van Leeuwen
and Herrmann, 2013), deconvolution-based objective function
(Luo and Sava, 2011), adaptive waveform inversion (Warner and
Guasch, 2014), phase derivative (Choi and Alkhalifah, 2013), phase
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unwrapping (Choi and Alkhalifah, 2015), and combining seismic
tomography with FWI (Alkhalifah and Choi, 2014).
However, the most widely used workflow still relies upon the use

of seismic tomography techniques to determine a good starting
model for FWI that explains the kinematics of the seismic data
and allows less than half a cycle skip at the frequency that is being
inverted (or at least the starting frequency in the inversion).
The existence of heterogeneities with spatial scales that are much

smaller than the smallest wavelength component (one fourth of
the wavelength is the Rayleigh criterion) in the propagating
energy is responsible for the dependence of wave propagation on
direction, or seismic anisotropy (Backus, 1962). This physical phe-
nomenon must be addressed when computing seismic waveforms to
determine traveltimes with sufficient accuracy. If seismic anisotropy
is not considered, the estimation of velocity from seismic data will
then be biased, as the anisotropic effects in the data will be esti-
mated as perturbations in the velocity. Consequently, this can po-
tentially lead to incorrect imaging of the subsurface.
Anisotropic FWI can be approached in several ways. The most

widely used method consists of including the anisotropy in the wave
propagator to account for correct kinematics and invert for velocity
only (Warner et al., 2013). This type of approach requires a good
estimate of Thomsen’s parameters ε and δ (Thomsen, 1986). This
method by itself circumvents a few aspects of jointly estimating
parameters, in particular, different sensitivities to different parameters
and coupling between the parameters. However, it also imposes a
constraint in the inversion because Thomsen’s parameters are not
allowed to change throughout the inversion. Thus, the inversion
scheme aims to determine a velocity model that explains the data
for given models of anisotropy.
Some recent efforts have been focused on devising strategies for

updating the anisotropy parameters together with the P-wave veloc-
ity (Plessix and Cao, 2011; Gholami et al., 2013a, 2013b; Wang
et al., 2013; Cheng et al., 2014; Stopin et al., 2014). Incorporating
the estimation of the velocity and anisotropy parameters together in
the inversion scheme, in principle, allows to improve the data fitting
because of the extra degrees of freedom available compared with
fixing the anisotropy parameters and also to determine an improved
model by removing some of the bias imposed by the fixed nature of
the anisotropy parameters. However, a coupling between the param-
eters may exist and the null space is also much larger, potentially
hindering the convergence to artifact-free models.
The use of second-order optimization techniques, in which the

off-diagonal elements of the Hessian are considered (Métivier et al.,
2014), mitigates the coupling between the parameters as it accounts
for the interaction between two parameters. However, second-order
methods can be computationally intensive and, for this reason, most
of the inversion schemes reported in the literature still use first-order
schemes to keep the algorithms feasible, especially when dealing
with 3D geometries.
As pointed out by Gholami et al. (2013a), choosing an adequate

parameterization can potentially mitigate the coupling between the
parameters. An adequate parameterization in this case is the one in
which the scattered energy radiates from the perturbation in differ-
ent directions. However, by doing so, this leads to different spatial
scales of the reconstructed parameters (Operto et al., 2013). This
means that there is a difference between the characteristic wave-
length of perturbation of different parameters. From this, one can
conclude that there is a dichotomy between the coupling and also

the spatial scale of the perturbations that can be reconstructed from
the data.
The problem of choosing a suitable parameterization has been

addressed from different perspectives. For example, Plessix and
Cao (2011) investigate this problem by decomposing the Hessian
matrix into its eigenvalues and eigenvectors to determine a suitable
parameterization. The key aspects pointed out from this work are
that δ is poorly constrained from surface seismic data and that
inverting for the normal moveout (NMO) velocity, vn, and η ¼ ðε −
δÞ∕ð1þ 2δÞ is sufficient to describe correctly the kinematics of a
medium with vertical transverse isotropy (VTI). On the other hand,
Gholami et al. (2013a) investigate numerically the radiation pat-
terns, namely the response of a scattered wave with varying angle,
for different parameterizations. The main conclusion is that the
parameters can be grouped in classes depending on the aims of
the inversion and that, in general, parameterizations should be
chosen carefully depending on the spread of the recorded data, the
resolution required for a given parameter, and the mitigation of
the trade-off between the parameters. Another key aspect is that
inverting directly for the elements of the tensor of elasticity leads
to poor results. Alkhalifah and Plessix (2014) conduct this inves-
tigation by deriving radiation patterns analytically from the Born
approximation. This work determined that a parameterization based
on ðvn; η; δÞ is the most suitable for inverting diving and reflected
waves. With this parameterization, vn and η are determined from
diving waves and δ is determined from reflected energy, fitting
mainly the amplitude. Further, this work also concluded that in hier-
archical schemes, ðvh; η; εÞ allows to mitigate the coupling between
the parameters, whereas ε aims to fit the amplitude. One can conclude
that there are different parameterizations that can lead to equally good
results, and all previous results are in agreement.
Here for the first time, we investigate the use of an alternative

parameterization based on the concept of kinematic equivalent me-
dia (Stovas, 2008). The recorded waveforms result from the com-
plex response of the medium, such as reflections, diffractions, and
refractions to enumerate a few. Hence, recorded phases do not con-
tain purely information on the traveltime. However, in the case of
diving and transmitted waves, this relation is much more linear be-
cause interference phenomena in the wavefront are much less com-
plex than in the case of reflected waves, as the latter can result from
strong scattering. Further, assumptions associated to the description
of acoustic media impose some limitations in the correct description
of the dynamics of wave propagation, as the elastic effects are not
correctly computed. One of such limitations is, for instance, taking
into account the effect of density. This can be addressed by jointly
estimating velocity and density. However, such an approach also
has inherent drawbacks similar to the estimation of velocity and
anisotropy (Prieux et al., 2013). The fact that the source wavelet is
also generally unknown is a further determining factor limiting the
simulation of the data with the correct amplitude. For these reasons,
the tomographic mode of FWI, in which mainly diving waves are
inverted, is central for making FWI feasible (as conventionally for-
mulated).
Because the kinematics of the waves are central in acoustic FWI,

this suggests that the information on traveltime is also essential,
as both perturbations in velocity and anisotropy are associated to
perturbations in traveltime, which means that this is encapsulated
in different parameters, thus determining the existence of an ambi-
guity. That means that, for a given parameterization, different nu-
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merical combinations of different parameters can lead to the same
traveltime. Hence, a parameterization that relates unambiguously
the model parameters and the traveltime information potentially
has good characteristics for carrying out inversion and also aniso-
tropic FWI with multiparameter updates. It is important to note that
such sets do not guarantee the uniqueness of solution (Grechka,
2009); however, if the velocity is determined correctly for example,
this implies that the parameter for anisotropy is determined with less
ambiguity.
Here, we use the parameter set for kinematic equivalent media as

introduced by Vinje et al. (2013) for smoothing velocity models
while preserving traveltime. Because these parameters were intro-
duced in the context of preserved traveltime smoothing (PTS), we
use this acronym throughout this paper when referring to this set of
parameters, even though the specific properties of traveltime pres-
ervation and smoothing are not relevant in the context of this work.
The paper is organized as follows: First, we review the equations

for acoustic waves in VTI media. We then introduce our new param-
eter set, discussing its properties using radiation patterns and sen-
sitivity to traveltime, followed by a demonstration on a synthetic
example. Finally, we show an application of this new parameteriza-
tion to a real marine data set acquired in the North Sea, containing
an outline of the methodology, results, and geologic interpretation.

THEORY

FWI aims to fit the entire recorded data d to the simulated data
u, and this is commonly carried out by the minimization of the
L2-norm of the data misfit (Lailly, 1983; Tarantola, 1984):

Jðu; d;mÞ ¼ 1

2

X
t;r;s

kut;r;s − dt;r;sk22; (1)

which is obtained iteratively by a steepest-descent method (Kelley,
1999), preconditioned with the diagonal of the Hessian:

mk ¼ mk − αkBk∇mJ; (2)

where the subscripts t, r, and s denote time, receiver, and source
positions, respectively; m represents the model parameter(s) that
are to be estimated; and k denotes the iteration number. The operator
B is an approximation of the inverse of the diagonal of the Hessian
of the objective function and scales the gradient in space. The scal-
ing of the gradient of the objective function is particularly important
to balance the updates appropriately away from the source and
receiver locations.
The wavefields are computed using the VTI wave equation (Du-

veneck et al., 2008; Zhang et al., 2011), which in its compact form
can be written as8<
:

1
v2
0

∂ttph−ρð1þ2εÞ∇h

�
1
ρ∇hph

�
−ρ

ffiffiffiffiffiffiffiffiffiffiffiffi
1þ2δ

p
∂z
�
1
ρ∂ztn

�
¼ s;

1
v2
0

∂tttn−ρ
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ2δ

p
∇h

�
1
ρ∇hph

�
−ρ∂z

�
1
ρ∂ztn

�
¼ s 0

(3)

where ∇h ¼ ð∂x; ∂yÞ, ph is the horizontal stress, tn is the vertical
stress, ρ is the density, v0 is the P-wave (vertical) velocity, s and
s 0 are the source terms, and ε and δ are the anisotropy parameters.
For a complete formulation, the wave equation obeys the initial con-
ditions

phðx;t¼0Þ¼∂tphðx;t¼0Þ¼ tnðx;t¼0Þ¼∂ttnðx;t¼0Þ¼0;

(4)
and the boundary condition

phðx ∈ ∂Ω; tÞ ¼ tnðx ∈ ∂Ω; tÞ ¼ 0 (5)

is imposed, where ∂Ω represents the boundary of the domain. The
wave equation 3 is solved with a fourth-order finite-difference
scheme in time (Etgen, 1986) and a high-order finite-difference
scheme in space that computes derivatives that are accurate to 92%
of the Nyquist wavenumber (Zhang et al., 2011). The discrete form of
the system of equations 3 is written symbolically as

Au ¼ s; (6)

where A is the discrete wave operator, u is the discrete wavefield (or
state variable), and s is the discrete source term. The gradient of the
objective function in equation 1 is computed with the adjoint-state
method (Lions, 1971; Fichtner et al., 2006; Plessix, 2006; Chavent,
2010), and it is given by

∇mJðu; λ;mÞ ¼ λT ½∇mA�u; (7)

where λ is the adjoint variable in the discrete form and the symbol T
denotes the matrix transpose operation. This variable is computed
with the same time-marching scheme used for the computation of
the state variable u. The wave propagator uses the Thomsen’s param-
eters, thus the gradient with respect to the anisotropy parameters is
computed using the chain rule. Appendix A contains a comprehen-
sive demonstration on how the expression for the gradient of the ob-
jective function is computed and on how the time-marching scheme
is implemented for computing the gradient.

NEW PARAMETERIZATION

Here, we discuss the new parameterization and some of its more
relevant properties in the scope of FWI. This is done using radiation
patterns and sensitivity to traveltime. The relation between the kin-
ematically consistent parameters, or PTS as denoted throughout the
text, denoted by η−1, η1, and η3, and Thomsen’s parameters (Stovas,
2008; Vinje et al., 2013) is

η−1 ¼ v−10

η1 ¼ v0ð1þ 2δÞ ¼ v2n∕v0
η3 ¼ v30ð1þ 2δÞð1þ 8ε − 6δÞ ¼ v4nð1þ 8ηÞ∕v0; (8)

and the reciprocal relation is

v0 ¼ η−1−1

δ ¼ 1

2
ðη−1η1 − 1Þ

ε ¼ 1

8

�
η3η

2
−1

η1
þ 3η1η−1 − 4

�

v2n ¼
η1
η−1

η ¼ 1

8

�
η3η−1
η21

− 1

�
: (9)
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It is important to note that the parameters are represented by the
variable η with a subscript; however, this should not be confused
with η ¼ ðε − δÞ∕ð1þ 2δÞ, often seen in the context of anisotropy
and first introduced by Alkhalifah (1998). One can immediately
identify η−1 as the vertical slowness (in a VTI medium), η1 as the
vertical velocity scaled by δ (similar to vn), and η3 as a blend of the
contributions of v0, ε, and δ. These parameters are the integrands of
the velocity moments, which encapsulate the combined effect of
anisotropy and vertical velocity heterogeneity.
It is recognized that δ is poorly constrained from surface seismic

data. In addition, if it does not change significantly laterally, then its
effect is essentially a vertical stretch (Alkhalifah and Tsvankin,
1995; Plessix and Cao, 2011). Due to this ambiguity between δ
and depth, it is generally chosen not to update this parameter, as
reported in previous work using ðvn; η; δÞ for parameterizing the
medium (Stopin et al., 2014). Here, we follow the same strategy,
and we rely upon a good initial estimation of δ, not updating it
throughout the inversion. For this reason when carrying out the in-
version, the only parameters that are updated are η−1 and η3 because
these are sufficient to reconstruct v0 and ε.

RADIATION PATTERNS

Radiation patterns provide valuable insights on the existence, or
not, of coupling between the parameters, and strength of the sensi-
tivity of the data to each one of them, with the changing scattering
angle. They can be computed numerically (Gholami et al., 2013a) or
analytically (Alkhalifah and Plessix, 2014), and in both cases the
assumptions of the Born approximations are used. When the scat-
tered energy corresponding to perturbations in two different param-
eters is being radiated over an overlapping region of scattering
angles, then coupling between the parameters occurs in that region.
The scattering angle determines the scale of the perturbations that
can be reconstructed from the data according to (Wu and Toksöz,
1987; Aki and Richards, 2002):

k ¼ 2k0 cos
θs
2
n; (10)

where k is the vertical wavenumber component of the anomaly, n is
a unit vector normal to the reflector, k0 is the wavenumber of the
background medium, and θs is the scattering angle. If two given
parameters are not coupled, then the regions of their scattering an-
gles do not overlap. Parameters which are decoupled in their scat-
tering regions are ideal, in the sense that they present minimal or no
coupling. Nonetheless because they are estimated with different res-
olution, as determined from equation 10, this can lead to subsequent
incompatibilities when trying to determine a third parameter as a re-
sult of combining the first two. For example, Operto et al. (2013)
demonstrate that this issue potentially leads to higher inaccuracy
of the inverted models than due to the existence of the coupling.
Because diving waves are important to FWI to specifically con-

strain the long-wavelength components of the model, we aim to de-
termine which parameterizations are more suitable to be compared
with the introduced PTS parameters. The radiation pattern of such
parameterizations is characterized by having radiated energy at the
larger scattering angles, related to one parameter (at least) that
determines the kinematics of wave propagation. Considering the
previous published work and references in the beginning of this sec-
tion, examples of such parameterizations are ðv0; δ; εÞ, ðvn; η; δÞ,

ðv0; δ; vhÞ, and ðvn; δ; vhÞ. Figure 1a–1d shows the radiation pat-
terns for each one of these parameterizations respectively, which
are included here for a matter of completeness. As it can be immedi-
ately observed, and pointed out by Gholami et al. (2013a), param-
eterizations which are composed of one velocity and two parameters
for anisotropy present coupling between the parameters, whereas
parameterizations formed with two velocities and one parameter
of anisotropy show decoupling between at least two parameters.
As mentioned earlier, the latter property is undesired from the per-
spective of consistency of the wavelength of the reconstructed per-
turbations and, for this reason, this type of parameterization is not
ideal for use in FWI. When the trade-off is strong at the largest an-
gles, it is critical that the starting model for the anisotropy is suffi-
ciently accurate to minimize errors.
The novelty introduced here is the radiation pattern for the PTS

parameters. First, equation 3 is transformed into an equivalent ex-
pression that couples vertical pressure and its deviation generated
by the existence of anisotropy as in Zhou et al. (2006) and Plessix
and Cao (2011). If the medium is isotropic, the anomalous part is
zero and one obtains the wave equation for isotropic media. The
normal part is computed from the Green’s function for the back-
ground medium, which is homogeneous and isotropic, and the
anomalous part is computed directly from the Born approximation.
This is accomplished by the transformation tn ¼ pn∕

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2δ

p
, cor-

responding to a vertical stretch (Alkhalifah et al., 2001) yielding

8<
:

1
v2
0

∂ttph−ρð1þ2εÞ∇h

�
1
ρ∇hph

�
−ρ

ffiffiffiffiffiffiffiffiffiffiffiffi
1þ2δ

p
∂z
�
1
ρ∂z

1ffiffiffiffiffiffiffiffi
1þ2δ

p pn

�
¼s;

1
v2
0

∂ttpn−ρð1þ2δÞ∇h

�
1
ρ∇hph

�
−ρ

ffiffiffiffiffiffiffiffiffiffiffiffi
1þ2δ

p
∂z
�
1
ρ∂z

1ffiffiffiffiffiffiffiffi
1þ2δ

p pn

�
¼s;

(11)

where s is the source term. Equation 11 can be further analyzed
defining the pressure field as p ¼ pn and its deviation
q ¼ ph − pn, leading to

8<
:

1
v2
0

∂ttp−ρð1þ2δÞ∇h

�
1
ρ∇hðpþqÞ

�
−ρ

ffiffiffiffiffiffiffiffiffiffiffiffi
1þ2δ

p
∂z
�
1
ρ∂z

1ffiffiffiffiffiffiffiffi
1þ2δ

p p
�
¼s;

1
v2
0

∂ttq−2ρðε−δÞ∇h

�
1
ρ∇hðpþqÞ

�
¼0:

(12)

Equation 12 is divided by 1þ 2δ and recast in terms of the PTS
parameters, giving

8<
:

− η−1
η1ρ

ω2p − ∇h ·
1
ρ∇hðpþ qÞ − 1ffiffiffiffiffiffiffiffi

η−1η1
p ∂z 1

ρ ∂z
1ffiffiffiffiffiffiffiffi
η−1η1

p p ¼ s;

− η−1
η1ρ

ω2p − 1
4

�
η−1η3
η2
1

− 1
�
∇h ·

1
ρ∇hðpþ qÞ ¼ 0:

(13)

For carrying out the analysis using the Born approximation, the
fields are decomposed in primary and scattered components p ¼
p0 þ p1 and q ¼ q0 þ q1, where 0 in the subscript denotes the pri-
mary component and 1 denotes the scattered field. The medium
parameters ðη−1; η1; η3Þ are each decomposed into background and
perturbation components
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η−1 ¼ η0;−1ð1þ r−1Þ
η1 ¼ η0;1ð1þ r1Þ
η3 ¼ η0;3ð1þ r3Þ: (14)

In the background medium r−1 ¼ r1 ¼ r3 ¼ 0, yielding η0;−1 ¼
v−10 , η0;1 ¼ v0, and η0;3 ¼ v30. These definitions lead to an equation
for an isotropic background medium (equation B-1 in Appendix B),
from which p0 and q0 can be determined. The radiation pattern is
computed by determining the shape of the envelope of the energy
propagation for the scattered field, and the derivation of the formu-
las is presented in Appendix B. From the Born approximation, the
scattered field p1 is given by

p1ðxr;xs;ωÞ¼−sðωÞω2

Z
dx

Gðx;xs;ωÞGðx;xr;ωÞ
v20ρ

r ·w;

(15)

where the dot in equation 15 indicates the scalar dot product and

r ¼
 r−1

r1
r3

!
and w ¼

0
@−1 − cos2 θs

2
þ 1

4
sin2 θs

2

1 − cos2 θs
2
− 1

2
sin2 θs

2
1
4
sin4 θs

2

1
A:

(16)

The vector r contains the perturbation of the PTS parameters as
defined in equation 14, θs is the scattering angle, and w defines the
radiation pattern for each one of the parameters. Figure 1e shows the
radiation pattern for the PTS parameters.
The radiation pattern of the parameters η1 and η3 determines that

these parameters can be sensed at the larger scattering angles, thus
they are suitable for describing the kinematics of the medium,
which is expected because these parameters are constructed specifi-
cally to have that property. The radiation pattern
for η−1 shows that its associated scattered energy
is radiated across the whole range of scattering
angles. However, its strength is dimmed at the
larger angles. It is important to note that this is
not the same as stating that this parameter cannot
be sensed at the larger angles, as in fact the
strength of the scattered energy for η−1 is still
stronger than the other two parameters. The same
does not happen when parameterizing with two
velocities and one parameter for anisotropy, where
the strength of the energy envelope reaches zero.
Contrary to the parameterizations ðv0; δ; εÞ and
ðvn; η; δÞ, which show the decoupling of at least
one of the parameters of anisotropy, the radiation
pattern of the PTS parameters shows that the
anisotropy can only be estimated with low reso-
lution; thus, it is the kinematics of the waves that
mainly drives the inversion. This is ideal in acous-
tic inversion. However, trade-off exists between
all the parameters at the wider angles. That means
that it is necessary to have a correct model of the
background for the anisotropy to minimize errors
in the inverted model.

SENSITIVITY TO TRAVELTIME

FWI aims to fit all the events in the seismic trace, which is under-
stood as fitting all the traveltimes and amplitudes resulting from
excitation of the subsurface. As mentioned earlier, the traveltime
information has a crucial role in the inversion of diving waves using
FWI. For this reason, the study of the dependence of the sensitivity
of traveltime with the perturbation in the model parameter space
gives insight on the relation between traveltime and the combination
of parameters. In this section, we discuss the coupling of the trav-
eltime with the parameters describing the medium for the same pa-
rameterizations discussed in the section on radiation patterns. For
simplicity and clarity, we define a model with one homogeneous
layer with a compressional velocity, and a single reflector at a depth
of 1000 m. The model parameters are η−1 ¼ 5.0 × 10−4 s∕m,
η1 ¼ 2160 m∕s, and η3 ¼ 1.00224 × 1010ðm∕sÞ3, which corre-
sponds to a compressional velocity of 2000 m∕s, δ ¼ 0.04, and
ε ¼ 0.05. The traveltimes are computed from (Stovas, 2008)

t2ðxÞ ¼ t20 þ
x2

v2n
þ ð1 − S2Þx4

4v4n
; (17)

where

t0 ¼
2z
v0

v2n ¼ v20ð1þ 2δÞ

S2 ¼ 1þ 8ðε − δÞ
1þ 2δ

¼ 1þ 8η: (18)

The traveltime misfit is quantified by the sum over the receivers
of the square of the difference between the traveltime computed for
the base model and the perturbed models:

Figure 1. Radiation patterns for (a) ðv0; δ; εÞ, (b) ðvn; η; δÞ, (c) ðv0; δ; vhÞ, (d) ðvn; δ; vhÞ,
and (e) the PTS parameters, assuming a horizontal reflector.
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E ¼
X
i

ðtp;i − t0;iÞ2; (19)

where tp;i and t0;i are the traveltimes at the ith receiver for the per-
turbed and base medium, respectively. The minimum offset for the

receiver position is 200 m, and our comparison is made for two
different values of the maximum offset 1500 and 5000 m. This as-
pect is important because the influence of ε on the data will depend
upon the propagation path of the energy, and generally the effect of
the anisotropy is more pronounced in the data recorded at the largest

offsets.
A practical question in this analysis is the

choice of the scan range for each parameter in
each parameter set investigated. Here, we are left
with a dilemma: Do we choose a specific percent-
age scan for a given parameter set and propagate
the upper and lower bounds of these parameters to
the other parameter sets, or do we just scan a spe-
cific percentage of each parameter in each param-
eter set individually? We acknowledge there are
advantages and disadvantages in both approaches,
but we must make a choice. Hence, here the true
v0 and ε parameters are perturbed between �4%,
and the respective upper and lower bounds of the
other parameterizations are computed to ensure
that the same space of parameters is being inves-
tigated. Finally, for the reasons mentioned before,
δ is not updated, thus the update of η1 is not nec-
essary, and the sensitivity study in the PTS param-
eters is based upon the perturbation of η−1 and
η3 only.
Figure 2 depicts the effect of the perturbation

of the model parameters on the traveltime. In the
left column we show the plots of the misfit with
model perturbation using the data simulated up
to an offset of 1.5 km, and the right column
shows the plots of the misfit with model pertur-
bation using the data simulated up to an offset of
5 km. It is clear that at short offsets, the pertur-
bation of the parameters related to anisotropy
have no effect on the traveltime because there
is a range along which the traveltime does not
change. This is true for all the parameterizations
investigated here. At the larger offsets, the behav-
ior of the misfit function changes substantially,
where clearly both varying parameters affect the
misfit. Thus, the analysis of the misfit at the
larger offsets provides the best information to de-
termine which parameterization shows less ambi-
guity in terms of perturbation of traveltime
versus perturbation in the parameters. By inspec-
tion of these misfit plots, one concludes that
all the parameterizations tested, with the excep-
tion of PTS, show strong ambiguity. This means
that there is a relatively wide combination of any
two parameters that lead to the same misfit
of traveltime. The parameterization with PTS
is the only one (among the parameterizations
tested) that does not show strong ambiguity
when the velocity and anisotropy have a stronger
effect in the data. This property is important as
this allows, at least in principle, to constrain
the combination of parameters that explains the
data.

Figure 2. Plot of the misfit of traveltimewith perturbation of ðv0; εÞ for a maximum offset
of (a) 1.5 and (b) 5 km; with perturbation of ðvn; ηÞ for a maximum offset of (c) 1.5 and
(d) 5 km; with perturbation of ðv0; vhÞ for a maximum offset of (e) 1.5 and (f) 5 km; with
perturbation of ðvn; vhÞ for a maximum offset of (g) 1.5 and (h) 5 km; and with pertur-
bation of ðη−1; η3Þ for a maximum offset of (i) 1.5 and (j) 5 km. The color scale is nor-
malized for each plot and ranges between 0 (blue) and 1 (yellow).
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SYNTHETIC EXAMPLE

In this section, we present a synthetic example where an inversion
is carried out using the new parameterization,
and the results are compared with the ones ob-
tained using ðvn; η; δÞ. The discussion in the pre-
vious section and previously published work
indicates that the parameterizations based on
two velocities and one Thomsen’s parameter
do not lead to the best inversion results, in gen-
eral. In addition, as concluded by Plessix and
Cao (2011) and Alkhalifah and Plessix (2014),
a parameterization based on ðvn; η; δÞ is the
most suitable for describing VTI media as their
kinematics is correctly represented with vn
and η. For this reason, we compare this synthetic
example study with this parameterization only.
It is expected that these two parameterizations
should lead to similar inversion results, when
not updating δ and using only diving waves. This
is because the radiation patterns for both param-
eterizations have the highest sensitivity to ε at the
largest incidence angles.
One of the issues when performing multiup-

dates is the fact that the parameters have different
dynamic ranges. This dynamic range is even
more pronounced in the case of the PTS param-
eters. Thus, the appropriate scaling of the param-
eters is crucial to improve the conditioning of
the inversion and avoid that one parameter has
a stronger influence on the inversion result than
the other, thus potentially biasing the result of the
inversion. In both parameterizations, the param-
eters are scaled by their background. Hence, in the
case of the PTS parameters, this is obtained by
~η−1¼ðη−1−η0;−1Þ∕η0;−1 and ~η3¼ðη3−η0;3Þ∕η0;3.
In the case of ðvn; η; δÞ, only the NMO velocity
is scaled with α ¼ ðvn − v0;nÞ∕v0;n, as reported
in Stopin et al. (2014).
The synthetic example discussed in this section

is chosen in such a way that the diving and re-
flected waves are simulated. Nonetheless, the data
are mainly dominated by diving waves because
the background of the true vertical velocity model
(Figure 4a) is a positive gradient of velocity with
depth. The true model for ε follows the same
structure as the velocity model (Figure 3b). Thus,
if the anomalies are not coincident in space, it is
likely that the errors in the estimated models in-
crease, and these will be higher if the background
of the starting model is incorrect.
The grid spacing here is chosen to be 50 m as

well as the source and receiver spacing. The data
are generated using a finite-bandwidth source
wavelet, limited between 1.5 and 10 Hz, for a
split-spread configuration, and the offset range is
10 km in each direction. The inversions are car-
ried out in a multiscale fashion (Bunks et al.,
1995) from 2 up to a maximum frequency of
10 Hz. All the inversions start from a smooth

version of the true model for vertical velocity (Figure 3b) and ε
(Figure 4b). As pointed out by Podgornova et al. (2015), data gen-
erated by acoustic scattering, which do not contain a DC compo-

Figure 3. Vertical velocity models for the synthetic example: (a) true model, (b) starting
model,(c)velocitymodelinvertedusingðvn; η; δÞ,and(d)velocitymodelinvertedusingPTS.

Figure 4. Synthetic models of ε: (a) true model, (b) starting model, (c) inverted ε model
using ðvn; η; δÞ, and (d) inverted ε model using PTS.
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nent, only have sensitivity to one parameter at long wavelengths.
For this reason, it is crucial that the starting model for ε has these
spatial scales well-represented.

In this example, we only show the models for vertical velocity and
ε because these are the parameters with which we parameterize our
wave propagator, as in equation 3. The models in terms of the opti-
mization parameters, either for ðvn; η; δÞ or PTS, are not stored as
these are converted on the fly to the parameters that are used by
the wave propagator. This is straightforward to do because the gra-
dients with respect to any given parameter(s) can be computed from
the chain rule. As we are inverting the data using different parameter-
izations, it is important to compare the same quantities. For these
reasons, we only outline the results in terms of vertical velocity
and ε. Figure 3c shows the inverted velocity model using
ðvn; η; δÞ, and Figure 3d shows the inverted velocity model using
PTS. Both models are well-reconstructed, and the differences be-
tween both are negligible. The reflective anomaly is less well-
reconstructed in the edges as a result of poor illumination from
the finite-acquisition (source and receiver) aperture. The inverted
models of ε using ðvn; η; δÞ and PTS are depicted in Figure 4c
and 4d, respectively. The anomaly is reconstructed using both param-
eterizations. Nonetheless, in both cases, the geometric shape is not as
well-recovered, and the edges of the anomaly are not as sharp as in
the case of the velocity model. Also, at the edges of the model, there
is almost no update due to the poor coverage of sources and receivers,
as in the case of the inverted velocity models. The model of ε recon-

structed with the PTS parameters shows a stronger
anomaly than the one inverted with ðvn; η; δÞ.
Also some artifacts are visible in both models
(Figure 4c and 4d) in the shallow part of the
model. These are stronger in the model resulting
from the PTS parameters. Because the recon-
structed velocity models are very similar using
both parameterizations, this suggests that the
anomaly at the center of the inverted ε with
PTS is not a result of stronger trade-off between
the parameters. It is rather a result of the parame-
terization itself that captures the effect of ani-
sotropy. This is expected as η3 has a much larger
range than η−1. In addition, the radiation pattern
for vn covers the entire range of incident angles
with the same strength, whereas the radiation pat-
tern for η−1 shows less strength in the region of
wider angles, thus the effect of anisotropy will
be stronger in η3. The parameter δ is chosen to
be increasing with depth (Figure 5), and is not up-
dated in the inversion. The δ model depicted in
Figure 5 is the same used to generate and invert
the synthetic data in this example.
This example shows that the PTS parameters

are suitable for estimating anisotropy from sur-
face recorded seismic data, and can compete with
other parameterizations that have very good char-
acteristics to address this problem, as in the case
of ðvn; η; δÞ.

REAL DATA EXAMPLE

Geologic setting of the Central North
Sea data set

The Central North Sea is characterized by the
existence of recent glacial channels and in-filled

Figure 6. (a) Starting velocity model and (b) FWI inverted velocity model using the new
PTS parameterization. Both models are overlaid with a stacked image generated from a
Kirchhoff migration using the relevant model. We see very good agreement in the FWI
model with geologic structures, such as the shallow channels in the first few hundred
meters depth, the dewatering faults (indicated by (i)), and the low-velocity anomaly
(indicated by (ii)) thought to be a small gas cloud above a salt diapir.

Figure 5. Synthetic model of the δ parameter. This model is used to
generate the data and does not change throughout the inversion.
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canyon systems. These channels are filled with a wide range of lith-
ologies, including sand-rich deposits with biogenic gas which, in
combination, produce strong lateral variations in the seismic veloc-
ity and absorption effects. Deeper in this section, there are contour-
ite features trending parallel to the basin and deposited during long
periods of very consistent current flow down the axis of the basin.
The shallow channels, canyons, and contourites cause velocity
anomalies that give rise to pull-up and push-
down distortions in the seismic image, affecting
its quality, which can be problematic for an ac-
curate characterization of potential geologic tar-
gets. Also present in this region are salt diapirs,
which indirectly can affect the shallow section
due to the existence of gas chimneys and/or
pockets created by hydrocarbons leaking from
the crest of the diapir, or faults filled with gas
migrating from the crest of the diapir to the
top of the section.

Data acquisition and preprocessing

The data set was acquired with 10 solid
streamers (Dowle, 2006) separated by 75 m, each
6 km long, comprising 480 × 12.5 m groups of
receivers. The inline shot spacing is 18.75 m,
and shots are fired in flip-flop sequence. The
nominal acquisition bin-size is 6.25 × 18.75 m.
The variable-depth streamer configuration intro-
duces notch diversity by having the receiver
ghosts in different regions of the spectrum over
different offsets (Soubaras and Dowle, 2010).
This type of acquisition is easily accommodated
in our FWI scheme by honoring the depths of the
receivers and including the free-surface boun-
dary condition in the modeling engine for gener-
ating the ghost effect in the correct regions of the
spectrum (Jupp et al., 2012).
The inversion is carried out with minimal pre-

processing to ensure that the recorded information
is as preserved as possible. Prior to running the
inversion, swell noise is attenuated and the raw
shot data were band-pass filtered from 4 to
8 Hz. In this frequency band, the variable-depth
streamer data have an excellent signal-to-noise ra-
tio, especially at the longer offsets. In addition, an
inner and outer mute are applied to enhance the
transmitted energy in the data, thus meeting an
ideal condition for running FWI. The source
wavelet was modeled from a standard industry
package, but with no source or receiver ghosts
present, and was subsequently low-pass filtered
with a cutoff at 10 Hz. Consequently, the free-sur-
face boundary condition in the modeling adds the
necessary ghosts to the modeled data to match the
seismic wavelet in the real data.

Multiparameter FWI results

This part of the Central North Sea is known to
exhibit VTI; thus, a VTI parameterization of the

subsurface is appropriate when inverting this data set. The inversion
covers an area of approximately 25 × 43 km, which corresponds to
1075 km2, down to a depth of 2 km. The model parameters are dis-
cretized on a 56.25 m grid. The grid spacing is chosen to meet the
stability and numerical dispersion requirements to use our finite-
difference scheme in space and time. The seismic data set comprises
approximately 116,000 sources and approximately 186 million

Figure 7. (a) Starting ε model and (b) FWI inverted ε model using the new PTS param-
eterization. Both models are overlaid with a stacked image generated from a Kirchhoff
migration using the relevant model. We see very good agreement in the FWI models with
geologic structures, (iii) building anomalies with higher ε in the center of the contourites
and (iv) also capturing the gas pocket, showing a significant decrease here.

Figure 8. Starting δ model overlaid with a reference Kirchhoff stacked image.
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traces in total. In the case of a streamer data set,
the number of individual sources is very large,
and the use of reciprocity has no benefit because
the number of receivers is even larger than the
number of sources. Consequently, a shot-skip-
ping scheme is used (Warner et al., 2013), skip-
ping 7 out of 8 shots in every iteration. Such an
approach alleviates the computational burden for
simulating all the data by a factor of 8 and also
avoids the introduction of a bias in the inversion
due to decimation, thus allowing for an excellent
trade-off between computational cost and inver-
sion quality.
The starting model is built using ray-based

tomography and sonic information from wells
existing in the area, allowing us to constrain ver-
tical velocity and δ. This procedure builds a VTI
initial model that is essentially a 1D model. Fig-
ures 6a, 7a, and 8 show these starting models for
velocity, ε, and δ, respectively, overlaid with a
Kirchhoff migrated section for quality control.
The starting velocity model has a positive gra-
dient with depth not showing any noticeable cor-
relation with the detailed features in the seismic
image, such as the shallow channels. In addition,
it also does not show any large contrasts that can
be correlated with the reflections in the seis-
mic image.
Prior to running the inversion, the model re-

sponse is computed for an arbitrary set of shots,
and these are compared with the respective re-
corded shots within the lower bandwidth from
which the inversion starts. This aims to control
any potential cycle skipping between recorded
and synthetic data, to guarantee convergence to
a meaningful model. The inversion is carried out
with a multiscale approach for three frequency
bands with high cutoff filters applied at 5, 6,
and 7 Hz, respectively.
Figures 6b and 7b show the inverted velocity

and ε models, respectively, computed via the PTS
parameters, with an overlay of the appropriately
migrated Kirchhoff section (namely using the
inverted models). The inverted velocity model
in Figure 6b shows very good agreement with
geologic structures, such as the shallow channels,
the de-watering faults (i) and the low-velocity
anomaly thought to be a small gas cloud (ii) above
a salt diapir. The inverted ε model in Figure 7b
also captures the gas pocket (iv), showing a sig-
nificant decrease here. It is expected that the gas
causes this structure to have physical properties
closer to the isotropic case and, in addition, the
velocity of the pressure waves also decreases.
Hence, the velocity and ε decreased in this region,
and this is in very good agreement with the geo-
logic interpretation. The inversion also builds
anomalies with higher ε in the center of the con-
tourites (iii). This is in agreement with the expect-

Figure 10. CIGs obtained using: (a) starting model, (b) velocity only inversion, and (c) in-
version using the PTS parameters. The maximum offset is 2.7 km, and the maximum
depth is 2 km.

Figure 9. Depth slices at 920 m of: (a) starting velocity model, (b) starting ε model,
(c) inverted velocity model, and (d) inverted ε model. Note that all displays are overlaid
with a reference Kirchhoff stacked image, and the highlighted zone represents a void in
the acquisition due to the existence of infrastructure in the area.
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ation that these geologic features are filled with a more shale-rich
sediment than the neighboring regions.
Figure 9a–9d shows depth slices at 920 m of the starting velocity,

starting ε, inverted velocity and inverted ε models, respectively,
overlaid with a reference Kirchhoff migration (note the highlighted
void due to infrastructure in the area). FWI has captured, in a 3D
sense, the structural details associated with the contourites in the
velocity and ε models. The wavelengths of the anomalies in the
ε model are generally larger than the wavelengths of the inverted
anomalies in the velocity model. This is in agreement with the ra-
diation pattern for the PTS parameters, as it is expected to recover ε
with lower resolution than vertical velocity. Figure 6b also shows
evidence of large wavelengths of velocity updates, demonstrating
that even though the radiation pattern for η−1 shows less strength
in the wider angles, this does not preclude the update of the longer
wavelengths of this parameter. One can also observe regions where
velocity and ε increase or decrease together, as well as regions where
they increase or decrease in opposition to one another. Although this
observation is good evidence of a meaningful update, we acknowl-
edge that this is not definitive proof that crosscoupling between the
parameters does not occur.
Figure 10a–10c depicts the common-image gathers (CIGs) ob-

tained using the starting model, the velocity model inverted without
updating the anisotropy (in this case, the inversion is carried out using
the starting model for ε, in Figure 4a, and keeping it unchanged), and
jointly updating velocity and anisotropy. The CIGs resulting from
inverting for velocity only (Figure 10b) show an overall improvement
in the flatness of the gathers when compared with the ones obtained
from the starting model (Figure 10a). Nonetheless, they still show

residual moveout at the longer offsets, which is highlighted by the
white ellipses. This residual moveout is further improved as a result
of updating the model for ε, jointly with the velocity model
(Figure 10c).

The overall improvement of the flatness of the gathers, when
jointly inverting for velocity and ε, demonstrates that the update
of anisotropy is meaningful even though the sensitivity to this param-
eter is very weak due to the band-limited nature of the source, as
previously discussed. This demonstrates that the long wavelengths
of ε in the starting model are accurate enough for carrying out
the inversion and circumvent the lack of a zero-frequency, DC com-
ponent, in the source wavelet (Podgornova et al., 2015).
Figure 11a and 11b shows sections that have been Kirchhoff mi-

grated using the starting and jointly inverted models. Here, we see a
clear uplift in the image quality (see white arrows) as the FWI model
has fixed the pull-up and push-down distortions caused by the
shallow channels, as well as improving the strength of the reflectors
in places (in particular, see the region highlighted by the black circle).

CONCLUSIONS

A new parameterization (PTS) was introduced for anisotropic
FWI with multiparameter update for VTI models. The PTS param-
eters are well-suited to invert anisotropy from diving waves. The
new parameterization, as in the case of parameterizations with one
velocity and two parameters for anisotropy, has maximum trade-
offs at the largest scattering angles. For this reason, the estimated
anisotropy has low resolution, and the starting model of anisotropy
needs to be accurate enough to mitigate errors due to trade-off be-
tween the parameters, as well as the lack of a DC component in the
source wavelet. In the case of the parameterization with two veloc-
ities and one parameter of anisotropy, the perturbation of the param-
eters leads to a perturbation in the traveltime. This can potentially
lead to stronger changes in the updates of anisotropy in FWI. Thus,
our new parameterization combines some of the characteristics of
parameterizations using one velocity and two parameters of aniso-
tropy, and parameterizations using two velocities and one parameter
of anisotropy. The parameterization with PTS was demonstrated to
work with a synthetic example and a real data example, showing its
practical use.
The synthetic case demonstrates that the proposed parameteriza-

tion is capable of reconstructing the models of velocity and ε rea-
sonably well, given that the conditions necessary to perform FWI
are met, and that these results are comparable when compared with
(vn, η, δ), which is a parameterization that is proven to lead to sen-
sible inversions. The anomalies of velocity and ε are reconstructed
with reasonably accurate magnitude, demonstrating that the scaling
of the PTS parameters by its background improves the conditioning
of this set of parameters.
The results of the real data inversion demonstrate that this param-

eterization is effective, as the final overall inversion resulted in the
improvement of the seismic imaging and flatness of the CIGs. The
results are in agreement with the radiation patterns, as the inverted
velocity model shows updates with short and long wavelengths, and
the inverted ε model shows predominantly updates with long wave-
lengths. Overall, a very good agreement was also obtained between
the inverted models and the geologic structures observed in the seis-
mic image.

Figure 11. Kirchhoff stack image generated by migration with:
(a) the initial model, and (b) the final model inverted using the joint
FWI process. The white arrows show areas where the pull-up and
push-down distortions in the image have been corrected, whereas
the black circle highlights an area with an improved image response.

New parameterization for anisotropic FWI U35

D
ow

nl
oa

de
d 

07
/2

0/
16

 to
 8

0.
19

4.
19

4.
18

9.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SE
G

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 T
er

m
s 

of
 U

se
 a

t h
ttp

://
lib

ra
ry

.s
eg

.o
rg

/



ACKNOWLEDGMENTS

We thank CGG for permission to publish this work and CGG’s
Multi-Client & New Ventures business line for permission to show
the Central North Sea data set. We would also like to thank our
colleagues in CGG for their support, especially S. Thompson for
his geologic interpretation, and G. Body and A. Fernandes for their
help with the real data example. We very gratefully acknowledge
the contributions of associate editor T. Alkhalifah and reviewers
S. Operto, J.-W. Oh, and an anonymous reviewer, that substantially
improved the quality of this paper. Finally, we would like to thank
A. Stovas at NTNU in Trondheim, Norway for interesting discus-
sions on this work.

APPENDIX A

ADJOINT-STATE METHOD FOR THE
DISCRETIZED VTI WAVE EQUATION

Here, an adjoint method for computing the gradient of the objec-
tive function (equation 1) with respect to the model parameters is
derived. There are essentially two approaches for obtaining the ad-
joint variable for an optimization problem: optimize then discretize
(OTD) or discretize then optimize (DTO). Both approaches are
equally valid. However, when using the OTD approach one needs
to make sure that the solution obtained is consistent with a discrete
form. Here, we outline the general DTO approach. However, some
considerations are made in regards to the points that are specific of a
wave equation for VTI anisotropy. We first introduce the Lagran-
gian functional:

Lðu; λ;mÞ ¼ JðuðmÞ; dÞ þ λTðAu − sÞ; (A-1)

where A is the forward modeling operator, u is the discretized state
variable corresponding to the wavefield, s represents the source
term, λ is the Lagrange multiplier corresponding to the adjoint var-
iable, d are the recorded data, m are the model parameters, J is the
L2-norm of the square of the differences between the measured and
simulated data, and the symbol T corresponds to the matrix trans-
pose operation. Note that the Lagrangian equation A-1 is defined
over the discretized quantities, the same approach can be used in
a continuous form (wave operator, wavefield, and model parame-
ters). The optimally conditions require ∇u;λ;mLðu; λ;mÞ ¼ 0, lead-
ing to

Au ¼ s; (A-2)

ATλ ¼ −∇uJðu; dÞ; (A-3)

∇mJðu; λ;mÞ ¼ λT ½∇mA�u: (A-4)

These relations result from determining the critical points of the
Lagrangian. Equation A-2 is the state equation, equation A-3 is the
adjoint equation, and equation A-4 is the gradient with respect to the
model parameters for updating the model properties.
To apply this expression for minimizing the residual of the data

misfit, one needs to write the wave operator in a compact form and
determine its transpose, to obtain an expression for computing the
adjoint wavefield. For this, we analyze the discrete form of the wave

equation in equation 3. This wave equation is integrated in time
with a fourth-order scheme as reported in equation 26 of Zhang
et al. (2011).
Representing the state variable discretized in space at the nth time

step by un, the time stepping is represented in matrix form as

0
BBBBBB@

I
D I
I D I

I D I
..
.

I D I

1
CCCCCCA

0
BBBBBBB@

u0

u1

u2

..

.

..

.

uN

1
CCCCCCCA

¼

0
BBBBBBB@

s0

s1

s2

..

.

..

.

sN

1
CCCCCCCA
; (A-5)

where I is the identity matrix, D is the discrete form of the main
factor in the square brackets on the right side of equation 26 of
Zhang et al. (2011), specific for our finite-difference representation,
and sn is the source term in the spatial grid at the nth time step. In
the compact form, equation A-5 takes the form

Au ¼ s: (A-6)

One can identify immediately that the structure of equation A-5
allows for a recursive solution, which is equivalent to the time-step-
ping procedure used for integrating the wave equation in time, with
boundary conditions embedded in the structure of the matrix. The
matrix representation of the time stepping is now substituted in the
adjoint equation A-3, yielding

ATλ¼

0
BBBBBBBB@

I DT I
I DT

I
I
DT I

..

.

I DT

I

1
CCCCCCCCA

0
BBBBBBBB@

λ0

λ1

λ2

..

.

..

.

λN

1
CCCCCCCCA
¼−∇uJðu;dÞ: (A-7)

As in the case of the time stepping for the forward modeling, the
solution of equation A-7 is also obtained recursively, starting from
the adjoint wavefield at the final time step (which is generally re-
ferred to back propagating the data residuals). Also, the boundary
conditions are assumed to be same for the adjoint field as they are
embedded in A and the adjoint field is computed with final condi-
tion λðt ¼ tmaxÞ ¼ 0. It is important to note that the systems A and
AT are never explicitly formed throughout the inversion scheme,
they simply express the recursive nature of time stepping the for-
ward and adjoint simulations. In practice, the wavefield is computed
for each shot and then correlated with the adjoint field at each time-
step, accumulating and storing the result of this correlation, when
computing the gradient of the misfit function.

APPENDIX B

RADIATION PATTERN FOR THE
NEW PARAMETER SET

The background medium is isotropic; hence, r−1, r1, and r3 are
identically zero (as well as the Thomsen’s parameters), reducing
equation 13 to
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�
− ω2

v2
0
ρ0
p0 − 1

ρ0
∇2p0 ¼ s;

q0 ¼ 0:
(B-1)

Expanding the system of equations 13 in unperturbed and per-
turbed quantities (for the field and the parameters), and neglecting
second-order terms, one can relate the primary field p0 with the
scattered field p1 and q1:

8>>><
>>>:
− ω2

v2
0
ρ
p1−1

ρ∇
2p1¼ ω2

v2
0
ρ
r−1p0− 1

2ρ∂
2
zr−1p0− 1

2ρr−1∂
2
zp0−

v2
0

4ω2ρ
∇2

Hr−1∇2
Hp0

− ω2

v2
0
ρ
r1p0− 1

2ρ∂
2
zr1p0− 1

2ρr1∂
2
zp0þ v2

0

2ω2ρ
∇2

Hr1∇2
Hp0

− v2
0

4ω2ρ
∇2

Hr3∇2
Hp0;

(B-2)

where∇2
H ¼ ð∂2x; ∂2yÞ and the scattered field q1 is eliminated through

the relation

−
ω2

ν20ρ
q1 ¼ −

1

4
ðr−1 − 2r1 þ r3Þ∇2

Hp0: (B-3)

Equation B-3 is obtained by applying the Born approximation to
the second equation in equation 13. The pressure field p0 in the
background is determined from

p0 ¼ sðωÞGðx; xs;ωÞ; (B-4)

where Gðx; xs;ωÞ is the Green’s function for the Helmholtz equa-
tion in the background medium. The scattered field is now com-
puted from the Born approximation

p1ðxr;xs;ωÞ¼ sðωÞ
Z

dx
ω2

ρv0
r−1Gðx;xr;ωÞGðx;xs;ωÞ

−sðωÞ
Z

dx
1

2ρ
r−1½Gðx;xs;ωÞ∂2zGðx;xr;ωÞþGðx;xr;ωÞ∂2zGðx;xs;ωÞ�

−sðωÞ
Z

dx
v20

4ω2ρ
r−1∇2

HGðx;xr;ωÞ∇2
HGðx;xs;ωÞ

−sðωÞ
Z

dx
ω2

v20ρ
r1Gðx;xr;ωÞGðx;xs;ωÞ

−sðωÞ
Z

dx
1

2ρ
r1½Gðx;xs;ωÞ∂2zGðx;xr;ωÞþGðx;xr;ωÞ∂2zGðx;xs;ωÞ�

þsðωÞ
Z

dx
v20

2ω2ρ
r1∇2

HGðx;xr;ωÞ∇2
HGðx;xs;ωÞ

−sðωÞ
Z

dx
v20

4ω2ρ
r3∇2

HGðx;xr;ωÞ∇2
HGðx;xs;ωÞ; (B-5)

where integration by parts has been used and carried out over the
support of the integrands. For the computation of the derivatives of
the Green’s function, the asymptotic Green’s functions for source
and receivers is used (Sirgue, 2003):

Gðx; xs;ωÞ ∝ expðik0ps · xÞ;
Gðx; xr;ωÞ ∝ expðik0pr · xÞ; (B-6)

where the vectors ps and pr for a horizontal reflector are given by

ps ¼ ðsinðθs∕2Þ; cosðθs∕2ÞÞ
pr ¼ ð− sinðθs∕2Þ; cosðθs∕2ÞÞ: (B-7)

Substituting the derivatives of the asymptotic Green’s functions
into equation B-5, and applying integration by parts, leads to the
solution of the scattered field p1 (equations 15 and 16).
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