Introduction

Internal multiple attenuation (IMA) has long been regarded as a challenging problem in seismic data processing. In contrast to surface related multiples which have received closer attention from researchers, primarily because of their relatively stronger effects on seismic migrated images and the ease of identifying their generators, internal multiples (IMs) tend to be regarded as a secondary issue even though it has been shown that complicated IMs do interfere with the interpretation of reservoirs (Griffiths et al., 2011). Recent developments in SRME such as 3D and true-azimuth (Lin et al., 2005; Moore and Bisley, 2005) applications have advanced the technology further. Since applying the concept of SRME to predict IMs is not a new idea, efforts have been spent in extending IMA to 3D application. Methods based on kinematic calculation using post-stack data (Reshef et al., 2006), model-driven wavefield extrapolation (Pica and Delmas, 2008), Jakubowicz’s (1998) approach (Griffiths et al., 2011), …etc., have been proposed. Nevertheless, most of these methods require a priori information about the subsurface.

Progress, however, has been made in addressing the need of identifying the multiple-generating interfaces for IMA. Approaches such as inverse scattering series (Weglein et al., 1997), layer-based method (Verschuur and Berkhout, 2005), window-based method (Hung and Wang, 2012; Retailleau et al., 2012) have been suggested for predicting IMs without subsurface information. However, besides the work of Retailleau et al., most of these approaches are limited to 2D applications only. Therefore, the azimuth aspect of the data has not been explicitly considered. El-Emam et al. (2011) mentioned true-azimuth implementation for IMA but their approach applies to suppressing targeted IMs only.

In this paper, we extend our previous work from 2D to 3D operations to take into account the 3D nature of the earth’s subsurface for predicting IMs without identifying the multiple-generating interfaces. In addition, we show how our method predicts IMs with true-azimuth geometries. We demonstrate that substantial improvement in image quality is obtained by including crossline aperture in the prediction process and selecting traces with correct azimuth in the convolution and correlation processes.

Method

Following the work of Jakubowicz (1998), Griffiths et al. (2011) extended their 3D SRME workflow to handling IMs by identifying the multiple-generating horizons for muting the input data. As illustrated in Figure 1a, IM model that is specific to the horizon \( j \) can be predicted by Jakubowicz’s convolution-correlation process using this equation:

\[
M_j(x_r, y_r | x_1, y_1; f) = \sum_{x_2} \sum_{y_2} D_{m}^*(x_r, y_r | x_1, y_1; f) \otimes D_{m}(x_2, y_2 | x_1, y_1; f)
\]

where \( D_{m} \) and \( D_{m}^* \) are the data muted above and below a horizon (e.g. horizon \( k \)) just underneath horizon \( j \), respectively; \( D_{m}^* \) is the complex conjugate of \( D_{m} \) and \( \otimes \) represents convolution operation. Two surface apertures, indicated by the dotted rectangles, are needed in this case to locate the two reflection points, \( I_1 \) and \( I_2 \), to predict the multiple model \( M_j \).

Recently, we have proposed a methodology, for 2D cases, to predict IMs without subsurface information by segmenting the data into different time windows for iteratively locating the top multiple-generating horizon (Hung and Wang, 2012). The same principle can be applied to model 3D IMs without identifying specific multiple-generating horizons. To fulfill the lower- higher-lower relationship (Weglein et al., 1997) that is crucial in the modeling of IMs, input data within the apertures is segmented into different windows, as shown in Figure 1b, in such a way that the window responsible for the downward reflections of the IMs (\( w_j \)) is always at a “higher” level (shorter traveltine) than the two windows that account for the upward reflections. With this implementation, all the IMs that have their top generators located within \( w_j \) can then be modeled. Repeating this operation to include possible deeper top generators (i.e. using deeper window-segmented data.
such that \( w_k, w_l > w_j \) (2)

consecutively), all IMs can be modeled without the need of identifying any 3D multiple-generating interface. This iterative process is equivalent to modifying Equation (1) as follows:

\[
M(x_r, y_r | x_s, y_s; f) = \sum_{w_l=1}^{w_k} \frac{w_2}{\sum_{y_2} x_2} \sum_{y_1} y_1 \sum_{y_2} y_2 \sum_{w_k} w_k (x_r, y_r | x_1, y_1; f) \otimes D_{w_l} (x_1, y_1 | x_2, y_2; f) \otimes D_{w_j} (x_2, y_2 | x_3, y_3; f) \quad \text{such that } w_k, w_l > w_j
\]

where \( D_{w_k} \) represents the segmented data that is muted off outside the time window \( w_k \) and the condition: \( w_k, w_l > w_j \) indicates that \( D_{w_k} \) and \( D_{w_l} \) are the portions of data that have longer traveltime than \( D_{w_j} \). An extra summation term in Equation (2) is to ensure that all the possible multiple-generating horizons are taken into account in the process of predicting the IMs.

**True-azimuth implementation**

Just as important as in true-azimuth 3D SRME that appropriate traces need to be selected for constructing the multiple contribution gathers (MCGs), true-azimuth 3D internal multiple modeling involves careful selection and interpolation of traces to honor the aspects of azimuth, offset and midpoint in realizing Equation (2). The increase in the complexity in this case stems from the fact that two surface apertures are included within which the required traces are reconstructed for contributing to the MCG. To illustrate this, Figure 2 displays a plan view of 3D internal multiple prediction process. The shot and receiver positions of three pairs of required traces are indicated and the dotted lines represent the required azimuths and offsets. However, these traces are seldom present in the regularized data. Depending on the selection criteria that may minimize the difference in azimuth, offset and midpoint, or weighted sum of these three, the nearest available traces are extracted from the input 3D shot and receiver gathers. Differential NMO is then used for correcting the discrepancy in offset and the resulting trace is rotated about the desired midpoint. In doing so, a tradeoff can be made in determining the relative importance of the three terms.

**Figure 2** (a) Lateral view of the definition of the surface apertures. (b) Top view showing the azimuth of the desired traces (dotted lines) and the nearest available traces (green lines).

After three traces have been selected, they are then segmented according to their respective requirements in ensuring that the low-high-low relationship is fulfilled. In practice, for non-zero offset traces the windowing time is calculated based on normal moveout equation. Thus, hyperbolic events are assumed. Nevertheless, with not so complicated subsurface and the use of overlapping windows, it is valid to assume that all top generators are included in the process.
Examples

A 3D synthetic dataset was generated by acoustic wave-equation modeling using the velocity function (the density function has the same profile) shown in Figure 3a. Five events are present of which the top two events have significant dip in the crossline direction. The velocity and density profiles were modified so that identifiable IMs were generated. In this case, all the primary events are the generators of the multiples. Figure 3b depicts a portion of common offset volume where the primaries are indicated and the rest of the events are IMs (surface related multiples have been excluded in the modeling process). Without identifying the multiple-generating interfaces, the IM model predicted by our method using a y-aperture of 500m is depicted in Figure 4c. As a reference, the 2D model is shown in Figure 4b. The wiggle displays are the magnified overlaid sections that highlight the extent of matching between the input (coloured wiggle) and the models (grey wiggle). It can be seen that, due to the out-of-plane contributions, the 3D model exhibits superior matching in the traveltime with the input than the 2D model. Consequently, after performing adaptive subtraction, there is much more residual of the IMs left in the 2D result as depicted in Figure 4d than the 3D result in Figure 4c.

The field data example comes from the Santos Basin, offshore Brazil, where significant IMs are evident. Figure 5a shows a line close to the Tupi discovery. A series of impedance contrasts can be observed such as the water bottom, top of salt (TOS), base of salt (BOS) and the layered salt structures. It will be difficult, if not possible, to identify all the generators of the IMs, since many of them are closely packed. Moreover, the TOS is fairly rugose in both directions. Applying our method to attenuate the IMs and then performing migration on the resulted data, Figure 5b and 5c display the 2D and 3D IMA output, respectively. It can be observed that the migration swings, which are caused by the IMs, that interfere the interpretation of the BOS are much reduced in the 3D result.

Conclusions

We have described a 3D approach based on iteratively locating the multiple-generating horizons, while honouring the azimuths of the contributing traces, for predicting internal multiples. The method has been applied successfully in suppressing complex internal multiples that are generated by closely packed layered salt structures that exhibit significant 3D effects.
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Figure 4 (a) Input near offset section. (b) 2D IM model. (c) 3D IM model. The wiggle displays show the overlay between the model and the input. (d) Subtraction result using the 2D model. (e) Subtraction using the 3D model.

Figure 5 Migrated sections of a target line from the Santos Basin. (a) Input. (b) After 2D IMA. (c) After 3D IMA.